
Machine Learning in 
Structure Biology

Yang Zhang

Department of Computational Medicine and Bioinformatics,
Department of Biological Chemistry

University of Michigan



Case Studies of Machine-Learning in 
Structure Biology

1. Protein Secondary Structure Prediction

2. Protein Contact Prediction

3. Disease-Associated Mutation Prediction



What is protein?

Protein is a 1D chain 
of amino acids. ~1M 
different proteins 
regulate life process 
in human body

Protein functions 
only when it folds 
into a unique shape

Pocket shape decides how heme 
binds and how oxygen is 
transferred through blood

3D structure of myoglobin



1.1. What is protein secondary structure?

1, Primary amino acid sequences (1D)

MVLSEGEWQLVLHVWAKVEADVAGHGQDILIRLFKSHPETLEKFDRV
KHLKTEAEMKASEDLKKHGVTVLTALGAILKKKGHHEAELKPLAQSHA
TKHKIPIKYLEFISEAIIHVLHSRHPGNFGADAQGAMNKALELFRKDI
AAKYKELGYQG

2, Secondary structure

a-helix

b-strand

loop

HHHHHHHHHHHHLLLLLEEEEEEEEELLLLLLLEEEEEEEEELLLLLEEEEEEELLLLHHHHLLLLHHHHHHHH

Secondary structure



4, Quaternary structure

3, Tertiary structure

1.1. What is protein secondary structure?



1.2. Hydrogen-bond
(Secondary structure is specified by H-bonding)

H-bond in a-helix

H-bond in b-sheet



1.3. How to predict second structure from seuqence?

(Former effort: Chou-Fasman method)

Chou and Fasman, Prediction of protein conformation, Biochemistry (1974) 13:222-245

Predicting SS based on simple 
statistics

SS propensity of amino acids:



CCCBCCHHCHHHHHBBHHHHCCHHHHHHHBBHHHHHHHCCCCCCCHHHHHHCCCHHHHHHC

NFRGYGIDLAIYFDDKHLKNLYCEDLISESIIPVCSPEYAARHELVGNIHHLANCTLLHDRQAWSNNS

Chou-Fasman method

Average accuracy: 50-60%

Better than random: 47%

(32% a-helix, 21% b-strand, 47% loop)

CCCCCCHHHHHHHHHHHHHH

Query sequence

SS propensity

Scanning window

SS prediction result

!3 = #%&'()*&'	,(-ℎ	/0%%&/-1&)	2%&)(/-&)	33
#-0-41	%&'()*&' 		

Accuracy of SS prediction:



Rost, B. & Sander, C., Prediction of protein secondary structure at better than 70 % Accuracy, 
Journal of Molecular Biology, (1993) 232, 584-599. 

1.3. Former effort on SSP: PHD
Accuracy: 75%

Using sequence profile instead of single sequence as input of network training

(001)

(010)

(100)



Jones, D., Protein secondary structure prediction based on position-specific scoring matrices. 
J. Mol. Biol, (1999) 292, 195-202. 

Accuracy: 80%

1.3. Former effort on SSP: PSIPRED

Major difference between 
PHD and PSIPRED is the 
use of PSI-Blast for profile 
construction



What is neural network?
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The principle of neural network is to adjust the weights (wij) 
iteratively so that output (outj) is close to the true answer (T).
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A two layer network
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1.4. State of the art: PSSpred

(http://zhanglab.ccmb.med.umich.edu/PSSpred)
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1.4. PSSpred feature collection

MVLSEGEWQLVLHVWAK
VEADVAGHGQDILIRLFK
SHPETLEKFDRVKHLKTEA
EM

Query sequence:

Multiple sequence alignment (MSA)

PSI-BLAST



Identification of words (or high-scoring segment pairs, HSP)

Query sequence

Extension of HSP by dynamic programming 

Multiple sequence alignment

Construction of profilePr
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Final result

E-value<0.01 only

Iteration<3

Iteration³3 or MSA converge

PSI-Blast Pipeline: Iterative Profile-sequence Alignment Algorithm

S. F. Altschul et al, Nucleic Acids Res. 1997, 25(17):3389-402.



Five types of profiles are derived from sequence profile

in =1 (1+ e−x )PSSM: 

in =1 (1+ e−x/100 )MTX: 

PROFW:

FREQCW:

FREQCWQ: in =1 [1+ e−30( x−<x>) ]

1.4. PSSpred feature collection

MSA PSSM (Lx20 matrix)

Five profiles derived 
from PSI-Blast MSA

i

i

x=log(Qij/Pi)

x=log(Qij/Pi)

in =1 (1+ e−x ) x=

x=

x=



1. mtx_pssm_freqccw_profw_12
2. mtx_freqccw_profw_freqccwG_15
3. mtx_freqccw_profw_freqccwG_12
4. mtx_freqccw_profw_12
5. mtx_freqccw_profw_18
6. mtx_profw_freqccwG_18
7. mtx_profw_12

Seven PPSpred programs
Predictors Training

features
Windo
w size

Number of
iterations

PSSpred1 PSSM
MTX
PROF_W
FREQ_CW

12 44

PSSpred2 MTX
PROF_W
FREQ_CW
FREQ_CWG

15 38

PSSpred3 MTX
PROF_W
FREQ_CW
FREQ_CWG

12 62

PSSpred4 MTX
PROF_W
FREQ_CW

12 63

PSSpred5 MTX
PROF_W
FREQ_CW

18 54

PSSpred6 MTX
PROF_W
FREQ_CWG

18 47

PSSpred7 MTX
PROF_W

12 84

1.4. PSSpred training parameters

Window size

Target 
residue



1.4. Pipeline of PSSpred

Island removal: 
----x---
---xx---Number of training proteins:

• 5,527 non-redundant proteins



1.4. State of the art: PSSpred
Output of PSSpred

1 N C  0.015  0.019  0.972 
2 F C  0.010  0.363  0.704 
3 V E  0.012  0.705  0.354 
4 R E  0.011  0.814  0.250 
5 F E  0.006  1.014  0.063 
6 V E  0.003  1.034  0.043 
7 I E  0.007  0.995  0.076 
8 E C  0.013  0.261  0.738 
9 G C  0.009  0.167  0.825 

10 R E  0.006  0.964  0.113 
11 R E  0.006  1.020  0.050 
12 V E  0.010  0.998  0.066 
13 G E  0.007  0.965  0.103 
14 W E  0.007  0.851  0.193 
15 V E  0.015  0.754  0.359

...

...

Possibility of 
alpha

Possibility of 
beta

Possibility of 
coil

Winner takes all, with conf=10*[P(S1)-P(S2)]

Result: Average accuracy =84% on 600 non-redundant proteins, which represents the start 
of the art of secondary structure prediction. This is close to the experimental 
uncertainty of hydrogen-bond and SS definition: ~90%.



Impact of SS prediction on 3D structure prediction

X-ray structure

Thr9

Asp15

QUARK model

(Target T0820-D1 in CASP11)

TM=0.449
RMSD=8.5Å



The on-line server and standalone program of PSSpred is available at

http://zhanglab.ccmb.med.umich.edu/PSSpred/

We will discuss it further in Practical Section



Conclusions

1. Mechine-learning approach could generate the best SS 
prediction, significantly better than statistical or 
physical approaches

2. Accuracy of NN-based secondary prediction is 
approaching to its limit of experimental uncertainty. 
Accordingly, CASP stopped SS prediction competition in 
CASP5 (2003)

3. This study shows that combining multiple predictor 
algorithms can still give (statistically significant) 
improvement over individual predictors



Case Studies of Machine-Learning in 
Structure Biology

1. Protein Secondary Structure Prediction

2. Protein Contact Prediction

3. Disease-Associated Mutation Prediction



2.1 Protein contact-map dictates the 3D fold

3D structure 2D contact-map



2.2. Deriving contact-map from co-evolution coupling



2.2. Deriving contact-map from co-evolution coupling

Contacts can be derived by mutual information of Ai, Aj:

Assumption: Spatially contacted residues usually mutate cooperatively



Transitivity issues:

If A<->B and B<->C, A<->C; 
but Residues A and C are not in contact

Problem of MI-based co-evolution contact prediction

Native contact (grey) Predicted contact by MI (blue)

A

B
C



Maximum entropy model (Evfold by Marks et al):

Direct coupling

2.2. Deriving contact-map from Coevolution coupling

20*20*L*L-dimension

Marks et al, PLoS One, 2011

Request:

Define:

Maximizing entropy of P(A1,…,AL) consistent with data fij(Ai,Aj)

We have:

Calculating eij(Ai,Aj):

Contacts are predicted from DIij:

Unknown multivariate distribution



Sparse inverse covariance estimation (PSICOV by Jones):

!"#$% = (()*)"#(,, .)	
	

2.2. Deriving contact-map from Coevolution coupling

Jones, Bioinformatics, 2012



Direct coupling works better than MI due to noise removal



Problem of co-evolution contact prediction

Coevolution based contact 
predictor works well only when a 
sufficient number of homologous 
sequence can be detected, i.e. 
N>~3*L

Family statistics for 14831 Pfam families

Only 30% of Pfam families have N>3L



2.3 NeBcon: A new machine-learning approach to contact prediction

(by combining neural-network training and naïve Bayes classifier)

He, Mortuza, Wang, Shen, Zhang, Bioinformatics, 2017



What is naïve Bayes classifier?

Naïve Bayes classifier theorem: 

F=(f1, f2, …, fn): n specific features

Ck: k’th possible outcome

Given:

Under naïve assumption (ie, all features are independent):

Ck
F

! "# $ = ! "# ! &' "#(
')*
! $ 	



An example of application of naïve Bayes classifier

Training data: Target sample:

Question: is this target a male or female?

Solution:
Naïve approach: by vote and consensus

• Height: male

• Weight: female

• Foot size: female

Conclusion: female



An example of application of naïve Bayes classifier

Training data: Target sample:

Question: is this target a male or female?
! "# $ = ! "# ! &' "#(

')*
! $ 	Solution:

f1 f2 f3

Suppose sample follow Gaussian distribution

The major advantage of NBC over 
consensus is that the NBC combination 
considers specific distribution of 
individual features.



2.3 NeBcon: Combining neural-network training and naïve Bayes classifier 
for protein contact map prediction

Feature type-I: posterior probability of meta-predictors （121 features):

SVMSEQ: Wu & Zhang, Bioinformatics, 2008

Conditional probabilities:

One of the examples (SVMSEQ) for 8 contact predictors:



2.3 NeBcon: Combining neural-network training and naïve Bayes classifier 
for protein contact map prediction

Feature type-II: inherent physicochemical feature collection (596 features):

1. Xi=0,1 when i’th residue within sequence (22=11x2 features)

2. Secondary structure by PSSpred (66=11x2x3 features)

3. Solvent accessibility of target residues (22=11x2 features)

4. Shannon entropy of i’column in PsiBlast MSA (22=11x2 features):

5. Sequence separation (2 features): x=|i-j|

6. Sequence profile (462=11x2x21 features)

EAGTNGDMTPGSASAANGPHASMRQTNSIKNTKVILTTMEHASRQDVQLVSGNKQSYPLFLKSQAELSSSDRIELSDEVTVLYEQTQPTASKPPRSSVRKDAVSAGYCFC

i j



i-th window

j-th window

Query sequence:

6. Sequence profile (462=11x2x21 features):

EAGTNGDMTPGSASAANGPHASMRQTNSIKNTKVILTTMEHAS

RQDVQLVSGNKQSYPLFLKSQAELSSSDRIELSDEVTVLYEQTQ

PTASKPPRSSVRKDAVSAGYCFC

Sequence profile:



Neural Network Training
Training set:

517 non-homologous proteins containing:
Short-range
|i-j|<7

Medium range
6<|i-j|<24

Long-range
23<|i-j|

#true contacts 20,636 26,798 87,200

#residue pairs 407,036 757,315 209,080

Training package:

Weka data mining package

Hall et al. The WEKA data mining software: an update. SIGKDD Explor. Newsl., 11, 10 (2009).



Test Results
Test protein set:

98 proteins containing 3850, 5849, 13792 short-, medium- and long-range contacts

Results:

50 easy targets
Top L/5 long range

Accuracy of the prediction: Acc = Ncorr/NT
•Ncorr =  # of correctly predicted contacts in the contact map
•NT =  # of predicted contacts in the contact map

48 hard targets
Top L/5 long range



Test Results

Combine all target together:

NeBcon significantly outperforms all individual contact predictors



Comparison of NeBcon to the best predictor

1. Bayes combination contributes to overall performance

2. NN training increases accuracy for hard targets that have low number 
of homologous sequences



Testing results on CASP targets

Contact prediction on the free-modeling (FM) targets in CASP



Shannon entropy of predicted contact-map
Evenness of contact-map distributed

Most predictors create contact map with similar evenness as native



C-QUARK: Using contact-map prediction to guide ab initio
protein structure folding in CASP12

NeBcon

Contact restraints

Xu, Zhang. Proteins (2012)



5 of 8 successful ab initio folding cases in CASP12
are due to contact prediction

Mortuza et al, Proteins (2017)



NeBcon is freely available at http://zhanglab.ccmb.med.umich.edu/NeBcon/

We will discuss on its application in Pratical Section



Conclusions

1. Contact prediction can improve accuracy of ab initio protein 
structure for targets without templates. This is particularly true 
given (a) sequence library increases; (b) new methods for removing 
translation correlation

2. Naïve Bayes classifier helps combining multiple contact predictors

3. NN training on inherent protein features improves contact 
prediction for hard targets



Case Studies of Machine-Learning in 
Structure Biology

1. Protein Secondary Structure Prediction

2. Protein Contact Prediction

3. Disease-Associated Mutation Prediction



Genome evolution is mainly driven by SNP mutations

Single-nucleotide polymorphism (SNP)



Types of SNP mutations

Coding region Non-coding region

1/3 result 
in diseases

58% exon SNPs result in
protein sequence changes





Genetic Diseases
More than 6,000 diseases are due to SNP mutations

• cystic fibrosis (囊胞性纤维症)

• sickle cell anemia (镰状细胞性贫血)

• Marfan syndrome (马方综合征)

• Huntington's disease (亨廷顿氏舞蹈病)

• Hemochromatosis (血色沉着病)

• heart disease (心脏病)

• high blood pressure (高血压)

• Alzheimer's disease (早老性痴呆)

• Arthritis (关节炎)

• Diabetes (糖尿病)

• Obesity (肥胖)

• Cancer (癌症)

Some serious diseases due to mutation on multiple genes:



How to predict what mutations could cause diseases and what could not?

http://zhanglab.ccmb.med.umich.edu/PreDAM/

PreDAM: predicting disease-associated mutations based on machine learning



PreDAM: Feature design and extraction
Group-I: Physicochemical properties (Pharmacophore)

Disease 
associated 
mutations

Neutral 
mutations

P-value in 
Mann-
White test



PreDAM: Feature design and extraction
Group-I: Physicochemical properties (contact environments)



PreDAM: Feature design and extraction
Group-II: Evolutionary profiles (PSIBlast, LOMETS, Pfam families):

Jensen-Shannon divergence
Measuring evolutionary divergence



PreDAM: Feature design and extraction
Group-III: Contact environments with functional residues:



PreDAM: Feature design and extraction
Group-IV: Structure prediction based features:

FTVSNTNNEFVLISDP
TGGKSIGLLCFRQED
AEAFLAQARLRRREL
KTNAKVVPITLDQVYL
LKVEGISFRFLPDPI

sequence
I-TASSER

Binding pocket

Depth of atoms

Atomic interactions



BANN: A new method for NN training on posterior probability

Naïve Bayes classifier theorem: 

CD: disease-associate mutation

CN: neutral mutation without causing disease

F=(f1, f2, …, fn): n specific features

Given:

Under naïve assumption (ie all features are independent):

Ck
F



BANN: A new method for NN training on posterior probability

General form of Bayes classifier for mutation classes:



A new method for NN training on posterior probability

Pre-calculated from
disease data

Trained from ANN

A disease mutation occurs if 
SD>0.5, SN<0.5, or SD-SN>0.5



ANN: back propagation training

Error minimization

Gradient descent training rules 

learning rate



Benchmark results

Data sets

Disease-associated mutations: 5,356 SNP mutations in 635 proteins

Neural mutations: 3,809 SNP mutations in 1,645 proteins
Total: 9,165 mutations in 1,974 proteins

10-fold Cross validation procedure

9165
mutations

1564 clusters
(SI<30%) 10 subsets (SI<30%)

test

training

Repeat 10 tim
es…



Benchmark results
Results on different training methods

BANN is more efficient than other machine-learning methods



Benchmark results
Comparison of PreDAM with other predictors:

• PreDAM output other predictors

• BANN+control > control methods, indicating again BANN is more efficient as 
machine-learning

• PreDAM > BANN+control, indicating advantage of feature selection in PreDAM



Conclusions

1. Machine learning is an efficient technique to predict 
disease-associated SNP mutations

2. Bayes-guided neural-network (BANN) training has a 
higher efficiency than other classifiers and ANN 
training methods

3. Structure based features can improve the accuracy of 
disease mutation prediction accuracy


